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Abstract
The integration of Artificial Intelligence (AI) in research has brought about a 
radical change to how knowledge is approached and produced. In higher edu-
cation research, the use of AI tools, such as ChatGPT, plagiarism detectors, AI 
document management, and writing assistants, has become widespread. One 
of the most recent AI tools, i.e., ChatGPT (a chatbot developed by OpenAI and 
launched on November 30, 2022), has sown discords and stirred divisions 
among its users. Students and researchers could accomplish their tasks sooner 
with less effort, thanks to ChatGPT. Both sides could make use of the trans-
formative power and intelligence of ChatGPT to help them generate various 
contents, such as text, audio, images, synthetic data, or even ask for sugges-
tions. Basically, ChatGPT can serve as our dearest personal assistant, who un-
derstands and answers our commands, requests, and questions, to help au-
thors progress at a faster speed, disciplinarily and interdisciplinarily. On the 
other hand, integrating the use of ChatGPT into research content may not be 
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recommended due to its conflicting ethical use issues. Thus far, no legal or 
ethical regulations have emerged to resolve the dynamic intricacies of these 
situations. However, best practices to overcome the challenges could provide 
lessons to learn, giving us insights regarding what has been planned and im-
plemented, and what requires more attention and refinement or improvement.

Keywords: academic research, Artificial Intelligence, ChatGPT, ethics, higher 
education.

7.1. Introduction
Artificial Intelligence (AI) has significantly transformed the way 
we conduct research in academia. With technological advance-
ment and the availability of massive data, researchers have at 
their disposal more powerful tools than ever before to analyze, 
interpret, and generate knowledge. However, this technological 
revolution poses a number of ethical challenges that must be ad-
dressed in a rigorous and reflective manner (Cabanelas, 2019).

In the study, we will explore the ethics in the use of AI in uni-
versity research. We will also examine the ethical principles that 
should guide the work of researchers in the field from data col-
lection and analysis to the publication of results. Furthermore, 
we will discuss case studies and proposals to promote responsi-
ble and ethical research practices.

As AI is currently understood, it refers to the development of 
systems and machines capable of performing tasks that require 
human intelligence. These tasks include but are not limited to 
pattern recognition, natural language processing, decision mak-
ing and problem solving (Cabanelas, 2019; Cortina, 2019, 2022; 
Government of Spain, 2023).

In university research, AI has been used in a wide range of 
disciplines, including medicine, biology, engineering, social sci-
ences, and humanities. Some common applications include 
genomic data analysis, disease prediction, industrial process op-
timization, text analysis and machine translation (Holmes et al. 
2021; Money & Grupo, 2019; Sánchez-García et al., 2023), not 
to mention the enormous benefits in the personalization of 
learning that good practices seem to indicate.

On the other hand, some of the AI real-world applications in 
higher education research that many of us find useful on a daily 
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basis include but are not limited to plagiarism detection (Ade-
Ibijola et al., 2022), AI document management, creation of aug-
mented reality or 3D images, and writing assistants. ChatGPT, 
which was recently launched on November 30, 2023 (currently 
ChatGPT 3.5 free version and ChatGPT 4.0 paid version) has es-
pecially ‘wreaked’ havoc on the publication industry. The super-
ability of generative AI chatbot with a Large Language Model 
(LLM) has been capable of processing tasks based on user 
prompts (Ahmad et al., 2023). Finally, the consensus in the lit-
erature on the need to address the ethical aspect in a standard-
ized manner to avoid collateral damage in the use of these tech-
nologies is indisputable.

To date, there has been no evidential clarity whether and how 
far AI is allowed for use in academic work, projects, or research 
(Nguyen et al., 2023; Zevedi, 2023). Thus far, no policies have 
been designed, no regulations have been implemented to resolve 
any ethically educational issues related to research, no frame-
work has been formulated, and no guidelines have been con-
cluded (Zevedi, 2023). All these are also due to the dynamic na-
ture of AI - which is once again hard to keep up (Zevedi, 2023). 
However, there are already a multitude of guides, articles and 
books on how to use these new tools that are revolutionizing the 
academic world (Craig, 2023). The evidence confirms that AI 
technology has caused concerns among its users (Stahl B. C., 
2021) and challenges, especially in the educational sector (Malik 
et al., 2023), hence the need for a reflection on the topic.

This study thus sought to address how the use of AI enhances 
our research and, at the same time, diminishes it in various as-
pects. In addition, the study provided instances of cases as well 
as best practices for using AI in research.

7.2. Literature Review
The literature review section highlights the definitions of AI, 
ChatGPT, and trends, opportunities, and challenges of using AI 
in academic research areas.

Artificial Intelligence, as Google defines it, is mankind-creat-
ed systems to perform tasks that need human intelligence, 
among others, “decision making, visual perception, speech rec-
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ognition, and language translation” (Xu et al., 2021; Sethura-
man, 2023). In other words, AI can also be defined as the capa-
bility of computer-controlled robots which can execute tasks that 
commonly correlate with intelligent beings (https://www.
britannica.com/technology/artificial-intelligence). The respec-
tive jargon is used to describe systems development that resem-
bles human intellectual processing: “the ability to reason, dis-
cover meaning, generalize, or learn from past experience” 
(https://www.britannica.com/technology/artificial-intelligence).

It has been evident that AI, especially with the recent Chat-
GPT, has majorly affected how we perceive, create, use, treat, 
produce, and reproduce knowledge. It cannot be denied that AI 
has very essential roles in education (Ahmad et al., 2023). Not-
withstanding its essential roles, AI is not immune to ethical con-
cerns and false or erroneous information (Buriak et al., 2023; 
Whittaker et al., 2018). Ethical issues and concerns (societal im-
plications emanating from the use of AI) include but are not 
limited to consent issues, data misuse, loss of freedom, and loss 
of human decision-making power (Stahl, 2021).

To clarify our understanding of AI, we cannot afford not to 
look at how it started in 1951, when scientists were only trying 
to make computers be able to play checkers (https://
britannicaeducation.com). Yet, basically, AI is not only confined 
to a concept about robots but also about “understanding the na-
ture of intelligent thought and action using computers as experi-
mental devices” (Buchanan, 2005, p. 54). Then, in the 1930s, as 
AI was evolving, an exploration into the so-called Machine Intel-
ligence was started by the computer pioneer Alan Turing (Bu-
chanan, 2005).

AI in the real world has been variously applied to different 
areas, including: education and learning; IoT applications and 
smart cities; business and finance; social media; virtual reality 
and assistance; agriculture; healthcare and medical systems; sur-
veillance; travel and transport; entertainment and games; indus-
try; autonomous vehicles; intelligent systems, robotics, and au-
tomation; Internet, search engines, and recommendations; cy-
bersecurity and threat intelligence; Natural Language Processing; 
and computer vision (Sarker, 2022).

Accords and discords have been well recorded in the divisive 
use of ChatGPT in academic writing or research writing (Frye & 

https://www.britannica.com/technology/artificial-intelligence
https://www.britannica.com/technology/artificial-intelligence
https://www.britannica.com/technology/artificial-intelligence
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ChatGPT, 2022). Publishing companies have not been able to 
decide whether authors could have ChatGPT as their co-authors 
(Frye & ChatGPT, 2022). Several problems that may hinder its 
realization are whether ChatGPT can be held accountable for 
any errors contained in the research, and the possession of per-
sonal details, such as first name, last name, date of birth, and 
position, among others. Co-authorship of ChatGPT directly or 
indirectly could slowly replace human authorship in a project, 
especially when the human authors eventually rely too heavily 
on prompting ChatGPT during the writing process, causing the 
entire ideas to lose originality (Frye & ChatGPT, 2022).

AI has also impacted a comprehensive range of fundamental 
sciences, including Mathematics, Medical Science, Materials Sci-
ence, Geoscience, Life Sciences, Physics, and Chemistry (Xu et 
al., 2021). However, despite the progress, machine learning se-
curity risks on data and machine learning models remain as one 
of the threats. It is essential that machine learning systems that 
are robust be built to prevent the leakage of sensitive data (Xu et 
al., 2021).

7.3. Methodology
This study was conducted using a qualitative method of data 
analysis. More specifically, the study is a conceptual paper where 
the authors discuss a current theory or phenomenon that has 
not been fully explained or understood, especially in the case of 
AI and Academic Research. The research did not have any pri-
mary data collection and rather focused on conceptual pieces 
through connecting existing interdisciplinary theories and gener-
ating insightful discussion to eventually challenge our assump-
tions and expand our worldview (Cropanzano, 2009). This 
could be achieved by formalizing an idea or a position that has 
not been addressed before. Thus, a meticulous prior literature 
review was integrated to yield new conceptualizations or appli-
cations (Watts, 2011).

The terminologies of AI, ChatGPT, and AI Ethics are defined 
in this section to facilitate future researchers and readers in un-
derstanding our work and standpoint clearly. In our research, AI 
is basically defined as:
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the ability of a digital computer or computer-controlled robot to 
perform tasks commonly associated with intelligent beings. The 
term is frequently applied to the project of developing systems en-
dowed with the intellectual processes characteristic of humans, such 
as the ability to reason, discover meaning, generalize, or learn from 
past experience. (https://www.britannica.com/technology/artificial-
intelligence)

ChatGPT, as a product of AI, is

software that allows a user to ask it questions using conversational, 
or natural, language. It was released on November 30, 2022, by the 
American company OpenAI and almost immediately disturbed aca-
demics, journalists, and others due to the concern that it was im-
possible to distinguish human writing from ChatGPT-generated 
writing. (https://www.britannica.com/technology/ChatGPT)

AI ethics as one of the guiding principles for AI users and the 
core discussion in the study is “a set of values, principles, and 
techniques that employ widely accepted standards of right and 
wrong to guide moral conduct in the development and use of AI 
technologies” (Rees & Müller, 2023, p. 1241).

7.4. Discussion
Though the ethical principles governing the use of AI cannot 
keep up with the speed of AI, there are several underlying norms 
in research ethics that are still considered practicable. One of the 
most recent AI ethics (Cath et al., 2018; Floridi et al., 2021; Nils-
son, 1982) prioritizes transparency and explainability, fairness 
and equity, privacy, and confidentiality, and eventually, respon-
sibility and accountability.

In terms of transparency and explainability, researchers 
should strive to make the processes and algorithms used in their 
research transparent. This involves providing detailed informa-
tion on how data were collected and processed, as well as how 
Artificial Intelligence models were trained and validated. Fair-
ness and equity are another set of principles to ensure that Artifi-
cial Intelligence algorithms do not perpetuate or amplify existing 

https://www.britannica.com/technology/artificial-intelligence
https://www.britannica.com/technology/artificial-intelligence
https://www.britannica.com/technology/ChatGPT
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biases in the data. Researchers should carefully assess the impact 
of their research on different social groups and take steps to miti-
gate potential bias and discrimination. Thus, privacy and confi-
dentiality are the two areas that highlight principles where re-
searchers should respect the privacy and confidentiality of the 
data used in their research. This involves obtaining informed 
consent from participants and ensuring that adequate measures 
are taken to protect sensitive information. Finally, responsibility 
and accountability principles require that researchers are respon-
sible for decisions and actions taken in the development and ap-
plication of Artificial Intelligence systems. They should be aware 
of the potential consequences of their research and be prepared 
to be accountable for them.

There have been quite a few examples and infinite possibili-
ties of AI application. However, a couple of situations have been 
selected where an appropriate use of Artificial Intelligence is evi-
dent (Hutter, 2004).

In the Case Study of the Use of Artificial Intelligence in Candi-
date Selection, imagine a scenario in which a university uses Arti-
ficial Intelligence algorithms to select candidates for its graduate 
programs. If these algorithms are not properly designed, they 
could introduce unfair biases into the selection process, discrim-
inating against certain groups of people. To address this prob-
lem, researchers must ensure that the algorithms used are fair 
and equitable. This may involve removing sensitive variables, 
such as race or gender, from prediction models, and regularly 
evaluating their performance in terms of fairness.

Data collection has become a crucial step in university re-
search, and it also raises important ethical considerations. Re-
searchers must ensure that they obtain informed consent from 
participants and respect their privacy and confidentiality. In ad-
dition, it is important to consider the potential impact of data 
collection on the communities and groups involved. For exam-
ple, in studies involving vulnerable communities, researchers 
should take additional measures to ensure the protection and 
well-being of participants.

Following the questions raised, we incorporate a series of pro-
posals for an Ethical Research in AI (Bostrom & Yudkowsky, 
2018; Cath, 2018; Zevedi, 2023) that we consider interesting in 
order not to fall into the temptation of misusing the tools:
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• Ethics Training for Researchers. It is essential that researchers 
receive training in ethics and good practices in the use of Arti-
ficial Intelligence. This may include courses and workshops 
on ethical principles, as well as guidance and advice on the 
application of these principles in research practice.

• Research Ethics Review. Academic institutions should estab-
lish ethics review committees dedicated to evaluating and 
overseeing research involving the use of AI. These committees 
can provide guidance and advice to researchers, and ensure 
that the highest ethical standards are met.

• Transparency, Reproducibility, and Reusability and Research 
Data Management. Researchers should be committed to trans-
parency and reproducibility in their research. This implies 
providing access to the data and algorithms used, as well as to 
the methods and procedures employed in data analysis. Trans-
parency and reproducibility are essential to ensure the integri-
ty and reliability of scientific research. Along with transparency 
and reproducibility, reusability and research data manage-
ment should be taken into consideration. Reusability and re-
search data management highlight the importance of the min-
imum requirement of all archival documentation including 
AI-specific metadata, ethics applications and votes.

7.5. Conclusion
The speed at which AI has unpredictably progressed exceeds the 
speed of our ethical institutions in regulating what has been cre-
ated out of Artificial Intelligence (González-Esteban & Calvo, 
2022). Ethics in the use of Artificial Intelligence in university re-
search is a vitally important issue that must be addressed in a 
rigorous and thoughtful manner. Researchers must adhere to 
fundamental ethical principles, such as transparency, fairness, 
privacy, and accountability, at all stages of their work. In addi-
tion, concrete measures, such as ethics training, ethical review of 
research, and promotion of transparency and reproducibility, 
need to be implemented to ensure that Artificial Intelligence re-
search is conducted in an ethical and responsible manner. Only 
in this way will we be able to make use of its potential without 
losing the identity of the researcher.
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As Cortina (2022) explains,

the prestige of science is linked to its capacity for verification or fal-
sification, within the framework of possible experience. Attempting 
to gain that prestige and credibility with statements that far exceed 
the possibility of actual or possible corroboration, pretending that 
they are scientific, is a blatant deception, which goes against the 
goal of science, against its most basic ethos. A scientific utopia is 
simply a deception. (p. 473)

7.6. Recommendations for Best Practices
The position that prevails in the literature shows a consensus on 
the need to unify initiatives for the ethical use of AI (Nodals, 
2020). For this reason, we find good practices and attempts to 
structure guidelines that guide the development of an ethical 
and responsible use of these technologies in science, society, and 
technology. However, these practices are presented in isolation 
and detached from the regulatory part. Piedra Alegría (2022) 
presents 2 proposals on how the problems arising from the im-
plementation of AI should be addressed.

The first proposal highlights a hard regulatory approach (hard 
law) that seeks the creation of a legal framework that addresses 
the creation of clear rules, laws or regulations that define the ac-
tion framework for AI. Some examples of good practices in this 
regard are the Chinese AI proposal of the year 2017 “New Gen-
eration Artificial Intelligence Development Plan” (AIDP) and 
China New Generation Artificial Intelligence Development Re-
port of 2019.

The second proposal discusses a soft approach (soft law), 
considering recommendations, declarations, and manifestos 
that serve to generate guidelines. Based on this point of view, 
the European Parliament (2020) raises the urgency of adopt-
ing transparent systems that generate trust to avoid harmful 
uses. This proposal is adopted by the European Union (i.e., 
Ethical Guidelines for a trustworthy AI), the United States 
(i.e., Preparation for the Future of Artificial Intelligence) and 
Russia (i.e., Кодекс этики в сфере — Ethical Code of AI), to 
mention some cases (Joy Stone, 2022). The second approach 
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is currently the most developed and responds to an ethical ap-
proach led by specialists in this area and by academics in gen-
eral. This is mainly due to not having efficient and agreed le-
gal regulations yet.
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