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Abstract
This chapter examines the impact of Artificial Intelligence (AI) on education 
and creative work, highlighting the need for interdisciplinary analysis in the 
context of the interrelationship between technoscience and society. The ethi-
cal challenges of AI, such as algorithmic biases and epistemic injustice, and its 
influence on educational and decision-making processes are discussed. The 
text emphasizes the importance of regulation and accountability in the use of 
AI to preserve democratic values and fundamental rights, while also reflecting 
on the future of education in the age of AI.
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4.1. Theoretical Approach: 
Technosciences and Society

In science, as in any other human cultural practice, values and 
interests are present in different forms and degrees at different 
stages of the scientific process. Moreover, scientific knowledge is 
the result of controlled research, thus experimentation and inter-
pretation of data must satisfy the minimum level of empirical 
adequacy, although these are issues subject to contextual value-
based decisions. Therefore, from the formulation of the ques-
tions that point out a research problem and the objectives set 
(cognitive and pragmatic or application), the selection of the 
most appropriate methodologies to address it, the processes of 
extraction, selection and interpretation of data, the delineation 
of hypotheses, the texture of the inferences, the results and even 
the public communication of the latter imply value-based judg-
ments. The knowledge capitalization era (Echeverría, 2003) re-
quires a more comprehensive interdisciplinary effort that ena-
bles the analysis of all the relevant aspects involved, focusing on 
the inherent and shaping values of technoscientific practice it-
self.

The term “technoscience”, originally proposed by Bruno La-
tour in 1983, refers to the fusion of science, technology, industry 
and the military (Echeverría, 2003), as well as the hybridization 
of this complex and society. These developments are accompa-
nied by radical changes in the ontological premises of the tech-
nosciences, as well as in some of their rhetorical and political 
strategies. From these multifaceted changes come new episte-
mologies and methodologies that emphasize the constructionist 
character of categories such as science, technology, and society. 
Science, Technology and Society (STS) theoretical approaches 
pay attention to these new challenges from strategies and con-
cepts that capture the reality of this new organization of scientif-
ic-technological practice. These are “socio-technical systems, hy-
brid systems involving individual people, but also corporate ac-
tors such as companies and government bodies, as well as more 
abstract social entities such as institutions, laws and regulations, 
and other rules” (Franssen and Kroes 2009, p. 223). Proposals 
such as that of Jasanoff (2004, 2016) invites to modify the ap-



594. The Ethical and Epistemic Impact of Artificial Intelligence in Education

proach to capture the emerging characteristics of such hybridiza-
tion: the configuration of socio-technical imaginaries, linked to the 
concept of co-production of science, technology and society. Un-
veiling these socio-technical imaginaries helps to explain why 
some scientific and social visions tend to gain more support and 
authority, and why some develop at the expense of others.

The analysis of the impacts of AI systems requires a critical 
analysis. Here, interdisciplinarity is absolutely necessary: techni-
cal and legal, philosophical, political, ethical and educational as-
pects are intertwined in the social phenomenon of AI. It is a ma-
jor challenge for which the theoretical approach of STS Studies 
of co-production or mutual conformation of technoscience-soci-
ety is proving to be fruitful (Wajcman, 2023). A diversity of ac-
tors or social agents transit and interact with the technoscientific 
system. They exercise their capacity to co-produce (unexpected 
or unforeseen uses of certain technologies, resignification, trans-
formative symbolic uses, modification of values and behaviors, 
dissident narratives...) technology and its meanings. In this sys-
tem, it is necessary to introduce the gender perspective in an in-
tersectional key to address complexity in an effective and fruitful 
way and to develop research on this continuous dynamic.

4.2. From Expert Systems to Dataism 
and Epistemic Injustice of AI

AIs with autonomous learning based on neural networks are ca-
pable of making correlations and inferences from the millions of 
data they use (databases, images, results of human interactions 
with smartphones, etc.), reflecting, as if it were a mirror, the ac-
cumulation of human traits and characteristics. The Latin word 
datum, which comes from dare (to give), literally means given. 
Knowledge in the information regime strives to achieve total 
knowledge through algorithmic operation, substituting the nar-
rative for the numerical. Dataism aims to calculate everything 
that is and will be (Byung-Chul Han, 2022, p. 21).

On the other hand, they also reflect the biases, prejudices and 
stereotypes that continue to structure our societies. The algorith-
mic bias acquired through data are multiple and varied. These are 
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related to the very nature of databases that do not actually repre-
sent the entire population (Criado, 2019). Generative AIs reify 
and circulate existing gaps and biases, but they give them a ve-
neer of objectivity and neutrality despite the opacity of most of 
these processes. They can be true automated mechanisms of re-
production and generation of inequalities and exclusion (Eu-
banks, 2018). Technologies are both a reflection and a crystalli-
zation of social processes. Even so, there are still few studies fo-
cused on how power and gender relations end up integrated into 
technoscience, from the design to the setting of pragmatic goals, 
but it is widely recognized (Wajcman & Young, 2023) that both 
the workforce and the dominant cultures in technoscience are 
clearly representative of the groups of people that make up it, 
and that women, for example, do not represent more than 17-
19% (Young, Wajcman, & Sprejer, 2023). In this way, AI as a 
disruptive technology represents a biased prolongation of the 
knowledge production model. Such a situation is of clear algo-
rithmic and epistemic injustice and faces major challenges in 
education, at work and, especially, in public decision-making 
processes and in the generation and transfer of knowledge.

Algorithmic injustice is reflected by not considering the epis-
temic contribution of vulnerable voices or groups, underestimat-
ing the importance of contextual categories, both material and 
immaterial (Abdilla, 2021) and of corporeal entities or agential 
realism (Barad, 2007) of minorities, which are relegated to the 
products of the large AI technology industries (Catá, 2023), all 
of which are examples of the Western capitalist model. There-
fore, the production of technoscientific knowledge is subject to 
algorithmization. In other words, the sociocultural processes, 
data, and institutions that, in natural language, we may -or may 
not- recognize as authoritative agencies of knowledge become 
algorithmic models of the globalized world.

New AI-mediated narratives construct hegemonic algorithmic 
cultures (Striphas, 2015 cited in Ricaurte, 2022). When the 
‘XCheck’ program created by Facebook and initially designed a 
mechanism to review in more detail the measures taken against 
high-profile accounts, it ended up becoming a system that rather 
exonerated numerous celebrities, politicians or journalists from 
complying with the rules that are imposed on other users. This 
shows that, when an algorithmic sociocultural model is pro-
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duced, there is a high probability of prolonging or generating a 
new version of capitalism, colonial and patriarchal (Ricaurte, 
2022). Therefore, the role of ethics or the development of re-
sponsible AI (Torrones, 2020) becomes a core issue.

The work situation experienced in 2018 by Timnit Gebru and 
Margaret Mitchell,1 both pioneering AI ethics researchers and 
former Google employees, suggests that, in a world imbued with 
bias, algorithmization enhances existing differences. Thus, an 
ethic code for the majority of the world (Ricaurte, 2022) in times 
of AI must be based on the recognition of deliberation as a cor-
nerstone of technoscientific development and as a necessary 
dose of humanity in the construction of the new technology.

4.3. Generative AIs and Impacts in the 
World of Creative Works and Education

Nowadays, machines cross (or replace) the immaterial, cognitive 
and cultural work, the communicative activity of society and the 
deliberative capacity of citizenship. They learn by themselves, 
that is, it is no longer necessary to instruct them. They can find 
rules, correlations between x and y, not even foreseen by hu-
mans (which means significant advances in disciplines such as 
Medicine, when it comes to accurately diagnosing a disease from 
multiple and varied symptoms). However, machines do not 
know why this is the case. It is still a profoundly human task to 
give an account of the why, to clarify the frames of reference, the 
prior assumptions, the values and the objectives set. Although 
assisted by AI systems, human beings can increase the accuracy 
and speed of responses to decision-making but cannot be re-
placed by machines.

In addition, delegating to AI systems decision-making pro-
cesses such as the suitability of candidates for a job position, ac-

1. In 2020, Gebru was terminated from her job because she refused to retract the 
findings published in an academic paper after her superiors requested it. The referred 
paper explained the weaknesses of facial recognition and evidenced a 34% error margin 
in recognizing black women. More information in Pérez, 2020, and Hao, 2020. Mitchell 
was terminated months later. She is considered one of the leading experts in ethics ap-
plied to technology and one of the 100 most influential people of 2023 (Catá, 2023).
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cessing life insurance or mortgages, the resolution of administra-
tive applications, etc., offers public managers the necessary ethi-
cal distance to make decisions that are increasing the 
vulnerability, inequality and exclusion of the more disadvan-
taged people. Whether or not they belong to the statistically rel-
evant, or reference, profiles identified by AI models, algorithms 
and systems, can mean the difference between being eligible or 
not to be a beneficiary of all the resources that a society puts into 
circulation to facilitate the lives of citizens. The line between 
classification based on algorithmic calculation (apparently ob-
jective) and the assessment of the specific conditions of cases 
that require human deliberation, reflection, rationality and com-
munication is not so thin if it involves increasing the vulnerabil-
ity and social exclusion of these people.

Of particular concern is the advance of generative AIs in those 
areas that reflect human skills, rationality and creativity: artistic 
and creative works, those requiring conceptual analysis and criti-
cal thinking, and those of knowledge transfer and shaping, as 
well as the teaching and learning process of new generations.

4.4. From Externalized Memory 
to Fractured Thinking

It would not be wrong to say that we have left behind the era of 
knowledge embodied in books with structured discourses and 
careful arguments. Now, we are in the fragmentation of thought. 
Rationality also requires time. That time no longer exists in the 
face of the continuous acceleration of processes. AI does not rea-
son, it computes. Arguments can be improved and are the basis 
of continuous learning, especially in the formative stages; how-
ever, if we replace them with algorithms, even if they are opti-
mized, this leads us to abandon the argumentative and reflective 
effort. This is, at the same time, an abandonment of thinking. 
We cannot process the enormous amount of information, nor 
fight against the speed of tweets, memes or the attractiveness of 
images that impact our brain, turning it into a true addiction to 
the continuous consumption of visual stimuli that impact our 
emotionality instantaneously.



634. The Ethical and Epistemic Impact of Artificial Intelligence in Education

Big data and Artificial Intelligence enable the information regime to 
influence our behavior at a level that lies below the threshold of 
consciousness. The information regime takes hold of those pre-re-
flexive, instinctual, emotive layers of behavior that precede con-
scious actions. Its data-driven psychopolitics intervenes in our be-
havior without us being aware of it. (Byung-Chul Han, 2022, p. 15)

However, we are forced to think about and implement, in the 
teaching-learning process, new strategies that make use of the 
best of generative AI systems: especially those that process natu-
ral language and image creation, among others. We must incor-
porate generative AI systems and, at the same time, stimulate 
and enhance reflection, rational argumentation and meaningful 
learning. Rational-argumentative and meaningful learning are 
the basis for growth and development in the personal growth of 
the younger generations. This is essential for a mature and delib-
erative citizenship. Moreover, it is the basis for a well-function-
ing democratic society. Hannah Arendt was already pessimistic 
in the 1990s, but we are still obliged to make this effort.

The effort of knowledge and perception is replaced with the busi-
ness of distraction. The consequence is a rapid decline in human 
judgment. There is an unmistakable threat in it: it either makes the 
public immature or keeps them immature, and it touches on the 
social basis of democracy. We had fun until we died. (Hannah 
Arendt, 1996, p. 342, self-translation)

Education is constantly evolving, and the direct influence of 
technological advances at all levels has long been watched with 
concern. The widespread use of the Internet facilitated many 
tasks of searching for information, allowed communication in 
new formats and put into circulation all kinds of resources that 
have been changing the scenario and the patterns of the teach-
ing-learning process. Adapting and incorporating new method-
ologies and evaluation systems has been a constant in recent 
years. Nevertheless, it is undeniable that the impact of AI sys-
tems on education poses a new challenge, especially Natural 
Language Generation models such as the one developed by 
Open AI (ChatGPT), and others like it. These systems can gener-
ate study materials, offer conceptual precisions when required, 
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bodies of structured information, explanations on a topic, solu-
tions to mathematical problems, and so on. From this point of 
view, they can become learning partners, tutors who guide the 
process of self-learning or help in educational management.2 At 
the same time, we easily delegate to this types of tools the effort 
of writing well-structured texts with personal involvement; we 
subrogate the act of formal teaching, which is considered an act 
of social interaction essential in the development of the human 
being and with a high load of emotional capital (Tarabini, 2020) 
provided by the presence of the teacher, particularly in the first 
years of life.

On the other hand, teachers can also generate materials and 
obtain answers to numerous questions about the best way to or-
ganize their educational and assessment practice, among other 
tasks. There is the option to perform an automated assessment 
and to know in real time the performance and progress of the 
students. The question immediately arises as to the authenticity 
of the learning and assessment process: does this develop an ad-
equate level of critical, argumentative and communicative skills? 
Moreover, do we learn to differentiate correct, truthful or rele-
vant information from that which is not? And do they develop 
the capacity for independent thinking or do they get used to 
quick and limited answers to save the delivery of a paper or the 
preparation of an exam or assignment? In addition, the use of 
these tools produces a loss of the value of authorship, as they do 
not consider the citation process relevant and the concept of pla-
giarism is relativized.3

As teachers, we are also concerned about the loss of the abili-
ty to concentrate, loss of the ability to argue and to make well-
founded judgments, loss of creative, deliberative and communi-
cative skills. We observe with concern the fragmentation of at-
tention and thought, which are fundamental values for becoming 

2. In the field of management, the Lola (University of Murcia, 2028) or ADA cases 
of (University of Jaén, 2021) are pioneering examples that have implemented AI-based 
virtual assistants. With a chatbot, they have provided information for new students and 
have helped to resolve doubts about degrees, credits and procedures.

3. In a recent study on dishonest practices among students in the first year of the 
Bachelor’s Degree in Primary Education, 40% of students perceive that the practice of 
plagiarism in academic tasks is common despite the fact that they also recognize that if 
it is proven has serious consequences for their academic performance (Sánchez-Vera et 
al., 2023).
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good professionals in the future and having an adequate person-
al development. Acting ethically means being able to take re-
sponsibility for our judgments and actions and their conse-
quences, something that machines cannot do, no matter how 
sophisticated they become.

4.5. Regulation of Artificial Intelligence 
and the Future of Democracies

The conflicts of values and the problem of many things (numer-
ous interconnected scientific and technical elements) and too many 
hands (many agents, with different objectives and values, at dif-
ferent levels), such as AI systems (Coeckelbergh, 2021, p. 98-99), 
challenge the issue of responsibility and reliability in a techno-
science whose problems of opacity, lack of transparency, and ex-
plainability demand the necessary limitation through regula-
tion. The EU has recognized this for years when it formed the 
specific commission that developed the AI White Paper pub-
lished in 2020. It states: “Given the major impact that AI can 
have on our society and the need to build trust, it is vital that 
European AI is grounded in our values and fundamental rights 
such as human dignity and privacy protection” (p.2). Moreover, 
the requirements for trustworthy AI are seven: human action and 
oversight; technical soundness and safety; privacy and data man-
agement; transparency; diversity, non-discrimination and equity; 
social and environmental well-being and accountability. With a 
risk-based approach that grads these systems from unacceptable 
risk, high risk, limited risk and minimal risk, on December 9, 
2023, an agreement was reached between the Member States 
and the European Parliament and, although it must be ratified, 
the text defines the obligations and rules by which this technol-
ogy must be governed. Europe will only allow the use of facial 
recognition and biometric control systems in special cases and 
with judicial authorization. Regarding generative or foundation-
al models such as ChatGPT, these will have to meet transparency 
criteria and it will be necessary to clarify whether a text, an im-
age, or a song has been generated by AI. In addition, it must be 
ensured that the data that have been used respects copyright. The 
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law will not be available for at least three years, but the Europe-
an initiative undoubtedly sets limits to these developments so as 
not to jeopardize the rights and values that we consider central 
to democratic societies.

4.6. Artificial Intelligence and 
the Future of Education

The expansion of digital technologies in the last decades and re-
cent advances in generative Artificial Intelligence are shaking tra-
ditional pedagogical models. The traditional educational ap-
proach, rooted in books and structured arguments, is compro-
mised in the face of new scenarios of fragmented and accelerated 
thinking due to the efficiency of digital technologies and genera-
tive AI.

We should carefully consider the role of algorithms in educa-
tional processes, as AI computes and optimizes, but humans de-
liberate and reason. AI systems can give logical arguments, but 
they do not possess the faculty of reasoning in the human sense 
(Larson, 2022). In education, the opportunity to integrate AI is 
yet to be determined, that is, it is necessary to establish what, 
how and when to use technology, otherwise we can fall into de-
pendence on algorithms and affect the critical, argumentative 
and communicative skills of students. The ability to reason and 
argue, which is essential for meaningful learning, cannot be rel-
egated to the background by being replaced with technological 
assistants that, in pursuit of efficiency, strip us of fundamental 
skills.

In this scenario, we must be aware of the risks of over-relying 
on automated technology in educational contexts. The promise 
that technology will provide a more accessible and personalized 
education, with fair and efficient assessments, and data analysis 
for informed decisions, is undoubtedly attractive. However, the 
challenges posed by AI in terms of digital divide, data privacy 
and security, lack of transparency, and the incorporation of bi-
ases into algorithms, require careful thought and action. In addi-
tion, excessive automation could lead to a loss of human interac-
tion essential for social and emotional learning (Sánchez-Vera, 
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2022). At this point, the role and training of educators becomes 
essential to manage integration and change.

In a world where AI is redefining the educational landscape, 
we must ensure that the democratization and personalization of 
learning, facilitated by technology, are balanced with the quality 
and relevance of the education provided. In this sense, following 
Amartya Sen’s view of development as freedom (Sen, 1999), we 
must underline the importance of empowering people for active 
and meaningful participation in society, and this implies foster-
ing critical thinking and ethical understanding in students. It is 
about offering a comprehensive and holistic education that not 
only focuses on technical skills, but also on the development of 
broader human capabilities.

Furthermore, considering the impact of technology on the 
public sphere (Habermas, 1984), it is essential to reflect on the 
responsibility of algorithmic systems in social and political val-
ues. AI has the potential not only to form opinions and wills, 
but also to shape interactions in a democratic environment. 
Habermas, while not specifically focusing on AI, provides a use-
ful framework for considering how technology affects public dis-
course and opinion formation. The emphasis of this author on 
rational and deliberative communication in the public sphere 
can be a valuable reference point for evaluating and guiding the 
development of educational technologies that respect and pro-
mote democracy and citizen participation.

Looking to the future, it must be ensured that technology not 
only advances in terms of efficiency, but also contributes to the 
development of an informed, critical and ethically engaged citi-
zenry. The incorporation of AI in the field of education repre-
sents not only a technological evolution, but also a challenge of 
political, philosophical and social nature, which demands a 
multidisciplinary approach to ensure that its application rein-
forces democratic values and promotes and ensures equitable so-
cial development.

4.7. Conclusion
The challenge we face with AI, particularly in education, is 
served. However, we must not lose sight of the fact that this is 
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only a tool at the mercy of decision-makers in this or any other 
area. As at other times in history, when technological evolution 
is generated, our duty is to remember that adaptation and its use 
must be the product of deep public deliberation.

Knowledge of reality should not be subrogated to the prevail-
ing algorithm. However, we must humbly acknowledge the effi-
ciency, speed and ability to manage huge amounts of data pos-
sessed by digital technologies, intelligent systems, chatbots or 
any other tool based on Artificial Intelligence. In the words of 
Duede (2023), we may be dealing with an instrumental episte-
mology, simply different from the epistemology of experts, but 
reality should not be reduced to one or the other. In this sense, 
these are two different categories and perhaps valid for obtaining 
in-depth knowledge, a key aspect of the teaching and learning 
process. But there are more categories that ethics reminds us not 
to forget: minority groups, vulnerable people, and contexts are 
also fundamental categories of knowledge that cannot and 
should not be forgotten in the complex reality that permeates AI.
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